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 “Symbolic” AI—rules-based, 
computer processor follows 
specific instructions, i.e. “code”

 Iteration… calculation… “number-
crunching”

 Babbage, Turing, Neumann, etc. etc.

 Pretty much all widespread 
computing devices pre-2012

Background: Beginnings of AI



Artificial Neural Networks (ANNs)
 Basic “idea” is to grossly imitate structure and 

function of brain tissue… with a computer

 Cajal and others explored and outlined the 
arrangement of neurons in the brain

 Neurons receive information from many others, 
combine the information, and then if the input is of 
the right kind, they ‘fire’

 All-or-nothing response

 Information then moves to neurons in the next layer

 No specific instructions or hard-coding; the net 
“figures the problem out for itself”



“Winter” for neural networks
 1940s: McCullogh and Pitts first 

described in detail the logic of such a 
system

 1950s: first “perceptrons”, single-
layer neural networks

 1969: Marvin Minsky argues 
perceptrons are pretty near useless; 
AI researchers abandon 
“connectionism” for decades.



Breakthrough: ~2012
 LeNet (LeCunn): late ‘90s breakthrough 

performance recognizing handwritten digits

 Geoff Hinton: worked out the details of the 
modern algorithm for training “deep” ANNs, i.e. 
ANNs with many many layers 

 AlexNet (Krizhevsky & Hinton): 2012 one of the 
first demonstrations that deep ANNs could be 
trained using graphics cards (GPUs), allowing 
unprecedentedly accurate image recognition

 Extremely rapid progress in virtually all ANN 
areas since then



DeepMind
 Since then two main research labs for deep learning have grabbed headlines

 DeepMind: spearheaded by British-Cypriot chess whiz & neuroscientist (Demis Hassabis)

 Acquired by Google/Alphabet in 2014 for $500 million.

 String of world-class successes: 

 Self-learning Atari video games like Pong (2013)

 Mastering Go (AlphaGo; 2016)

 Solving protein-folding (AlphaFold; 2020)

 Per Wikipedia, their “ethics board for AI research remains a mystery”

https://en.wikipedia.org/wiki/DeepMind


OpenAI
 Founded in 2015, by Elon Musk, Sam Altman, Andrej Karpathy and others

 Original idea: non-profit; make AI development “open”, i.e. transparent to the public

 Building on research at Stanford and elsewhere, developed unprecedentedly huge and 
successful ANNs utilizing “transformer” network type: “Large Language Models”, or 
LLMs

 Typically several billion trainable parameters… or more:

 GPT-2 (~2 billion), GPT-3 (175 billion), GPT-4 (?)

 Went for-profit in 2019, now largely owned by Microsoft, which has invested ~$11 billion 
in it 

 Is now anything but “open”--see GPT-4



2020s: LLM floodgates open
 Past 2-3 years have shown startling advances in both AI 

translation and AI for processing and generating natural 
language (“chatbots”)

 Rapidly beating (“saturating”) all the testing benchmarks, 
approaching human ability in some areas

 “Emergent” abilities, such as ability to understand and 
translate multiple human languages, as well as create 
computer code, “theory of mind”

 OpenAI team claims GPT-4 shows “sparks of AGI”--but 
releases no details

 Google, Microsoft now effectively racing to control the 
new market

https://www.microsoft.com/en-us/research/publication/sparks-of-artificial-general-intelligence-early-experiments-with-gpt-4/


Problems/limitations of LLMs - 1
 “Stochastic parrots”: LLM uses a 

statistical model to predict possible next 
words in a text, then randomly chooses. 

 In some sense it’s noise ingeniously 
disguised as intelligence, “parroting” back 
whatever it’s trained on or told to say.

 No concept of “truth”--they lie or 
“hallucinate” very frequently, even about 
basic facts like what year or month it is



Problems/limitations of LLMs - 2
 Training data required is enormous, typically many terabytes of text trawled from 

Internet

 Can’t make your own: 1000s of GPUs and ~$50 million in CapEx to train and even run 
a state-of-the-art LLM 

 Sometimes uses “offensive” or “biased” language 

 Chomsky, Marcus warn of an “end of science” due to fundamental corruption of the 
scientific process through opaque research methods + LLMs’ truthless verbosity

 Kurzweil: “ChatGPT is a ‘sizeable advance’, but ‘not quite right’.”

 Dramatic difficulties actually moving in the physical world, acting as agents 

https://garymarcus.substack.com/p/the-sparks-of-agi-or-the-end-of-science
https://lifearchitect.ai/kurzweil/


Dangers of LLMs - 1
 Style but no substance: fundamental 

misunderstanding of language and truth itself

 Also gaslighting about basic facts. Extremely 
dangerous because the text has a style that is 
very plausible-sounding.

 Roose’s experience with Bing/Sydney: one 
super disturbing conversation

 Chomsky denounces ChatGPT as little more 
than a tool for “high-tech plagiarism”, and “a 
way of avoiding learning”

https://www.nytimes.com/2023/02/16/technology/bing-chatbot-transcript.html
https://www.openculture.com/2023/02/noam-chomsky-on-chatgpt.html


Dangers of LLMs - 2
 Scientific fraud by generating fake research articles

 Political fraud by generating propaganda in 
unprecedented quantities (like deepfakes but for 
language). “Fake news” times a million

 Possibility of induced suicide or murder, particularly if 
lonely individuals become emotionally dependent on 
chat with AI that behaves erratically or manipulatively (
New Yorker article). 

 Depressed Belgian man recently committed suicide 
after weeks of interaction with ChatGPT 

 And last but not least… risk of total near-instantaneous 
world-takeover and elimination of humanity...

https://www.newyorker.com/culture/cultural-comment/the-chatbot-problem
https://www.vice.com/en/article/pkadgm/man-dies-by-suicide-after-talking-with-ai-chatbot-widow-says


Deepfakes
 Chatbots like ChatGPT have gotten more news lately, but ANNs’ ability to synthesize 

convincing fakes extends far beyond language 

 Generative Adversarial Network (GAN), devised by Ian Goodfellow in 2014

 In GAN, ANNs “play” against each other to develop better and better image/audio fakes

 Related tech, Stable Diffusion, now available for free

 All can produce photo-realistic images, animations, and sound clips that are increasingly 
difficult to tell from direct records of reality

 ANNs can even easily “hallucinate” new drug molecules and proteins upon request: 

 “Generative AI could eventually be used to produce designs for everything from new 
buildings to new drugs—think text-to-X.” 

https://www.technologyreview.com/2022/12/16/1065005/generative-ai-revolution-art/


Deepfakes (examples)



Dangers of General AI - 1
 Bostrom: “Superintelligence”. If AI reaches “general” intelligence, it will 

eventually learn to make itself more powerful, and very rapidly, regardless what 
humans want. (In a sense this is already happening)

 Basically, no one really knows what they’re doing here. Even the builders don’t 
truly know why or how these models work 

 LLMs and ANNs in general are quintessential black-boxes: 100s of billions of 
variables, apparently too complicated to understand.

 ANNs are “vast inscrutable matrices of floating-point numbers”, per 
Yudkowsky.  No way to tell what they are “thinking” or might “want”. 

 Also AI “alignment” is not understood at all: this means we have no way of 
knowing if a general AI would share any of our values if it formed.



Dangers of General AI - 2
 Strikingly, many positively hope for all this

 Disturbing millenarian religious frame of mind, with abundant 
literature. Many of the AI researchers literally believe God does 
not exist—but that they are creating or summoning Him

 This can be seen as partial fulfillment of an earlier” prophecy” by 
Kurzweil, Moravec, and others: “singularity” or “age of spiritual 
machines” 

 AI movement has strong ideological/philosophical intersection 
with transgenderism, transhumanism, ”freedom of form”, 
Terasem (Rothblatt).



Future prospects - 1
 “Optimistic” case: diminishing returns and AI winter sets in. High CapEx, inability of LLMs to 

reason and answer truthfully and reliably proves insurmountable. ANNs prove fundamentally 
limited as a paradigm.

 Making an LLM 10x more complex does not make it 10x ‘smarter’ or more truthful. Driverless 
cars remain problem-plagued

 ...Or maybe it won’t slow down at all. 

 Some pushback is already evident though:
 Future of Life institute: petition, signed by Musk and others, calls for 6 month moratorium on 

anything more complex than GPT-4

 Yudkowsky recently declares in Time magazine: “shut it down”. Suggests that large GPU farms 
should be shut down worldwide, no exceptions

 The shutdown should be enforced more rigorously than nuclear weapons controls—or we’re all dead

https://www.planetizen.com/news/2023/04/122611-driverless-cars-blocking-buses-traffic-san-francisco
https://futureoflife.org/open-letter/pause-giant-ai-experiments/
https://time.com/6266923/ai-eliezer-yudkowsky-open-letter-not-enough/


Future prospects - 2
 ...yet, somehow, they all keep doing it anyway—faster and faster

 Musk (the petition-signer), now ordering ~10,000 GPUs so that Twitter can build its own 
cutting-edge AI

 Deepfakes becoming extremely ubiquitous and easy to make

 So within 2-3 years majority of internet content may be totally nonhuman/synthetic—
indeed, a huge proportion of it already is: 

 “Most open and publicly available spaces on the web are overrun with bots, advertisers, 
trolls, data scrapers, clickbait, keyword-stuffing “content creators,” and algorithmically 
manipulated junk”

 ...this is the “Expanding Dark Forest” (or “dead internet”) theory. 

 Incoming systematic collapse of trust in all information received through digital media?

https://maggieappleton.com/ai-dark-forest


Future prospects - 3
 ...and don’t forget use of AI for state and political 

purposes:
 Autonomous drones and targeting systems

 Weaponization of space: control of orbit & 
communications

 Geopolitical modeling, wargaming

 Control of populations (brain implants? Behavioral 
prediction? Super-effective personalized propaganda?)

 Anyhow, according to Kurzweil, we have till perhaps 
2045 until AI not only surpasses human general 
intelligence but totally displaces us or forces us to 
merge with it… good luck!
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